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What is Deep Reinforcement Learning?
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Formalizing the Agent-Environment Loop

Environment

Actions

Observations

Rewards
Agent

Neural Network(s)



Measuring Outcomes

Return for a single trial:

Objective function:
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Model-free versus model-based RL
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A Single Trial

Time 
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The Policy Gradient Derivative of the log function
+ 

Chain Rule



The Policy Gradient

The environment dynamics disappear from the policy gradient!



Update Parameters with the Policy Gradient

1. Sample a trajectory by rolling out the policy:

2. Compute an estimate of the policy gradient and update network parameters: 



Training Neural Networks with Policy Gradients

Mnih et al., ICML 2016

100s of Millions of steps!

The policy gradient has 
high variance.

http://www.youtube.com/watch?v=nMR5mjCFZCw


Combating Variance with Value Functions



Heess et al., 2017

Proximal Policy Gradient for Flexible Behaviours 

http://www.youtube.com/watch?v=hx_bgoTF7bs


Silver, Huang et al., Nature, 2016

Playing Go with Deep Networks and Planning

Use environment model 
in order to plan!



Silver, Schrittwieser, Simonyan, et al. Nature, 2017

Playing Go with Without Human Knowledge
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Playing Go with Without Human Knowledge
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Playing Go with Without Human Knowledge



Model-based RL in unknown environments

- Learned / imperfect dynamics models 
are difficult to leverage for benefits in 
complex environments.

- In part this is because planners will 
exploit model imperfections.

- Modelling uncertainty is one possible 
solution.

- Another is to allow a model-free 
component to decide when to trust a 
causal model.

+ planning



Weber et al., arXiv 2018

Merging model-based and model-free approaches
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Merging model-based and model-free approaches



Questions?


